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ABSTRACT: A supramolecular species composed of a
pair of nonequivalent Dy(III)−radical complexes exhibits
single-molecule magnet (SMM) properties. The weak
effective antiferromagnetic coupling between the Dy(III)
ions can be compensated by application of a small (700
Oe) dc field, revealing the relaxation mode of the two
distinct SMMs. These unique results illustrate how the
dynamics of a supramolecular [Dy-Radical]2 SMM can be
fine-tuned by the exchange-bias and an applied magnetic
field.

Single-molecule magnets (SMMs) are paramagnetic molec-
ular species that exhibit slow dynamics of their magnet-

ization.1,2 To retain magnetization in zero field requires uniaxial
magnetoanisotropy, i.e., a directional preference for the
magnetic moment and an energy barrier that hinders
randomization of its direction. Most SMMs are subject to
quantum phenomena such as quantum tunneling of the
magnetization (i.e., relaxation through the barrier).3 From an
application standpoint, SMMs have quantum bit (qubit)
properties,4 and a system with weak electronic coupling
between two SMMs is a possible model for a 2-qubit quantum
gate.5 Large uniaxial anisotropy and high spin make select
Ln(III) ions, such as Dy(III), ideal for SMM design.2,6,7 The
anisotropy in Dy(III) arises primarily from unquenched orbital
momentum of the ion, but it may be modified by the ligand
field.8 The radial probability density of 4f orbitals tends to make
electronic interactions between Dy(III) ions weak. This poses
an obstacle for increasing the “height” of the thermal relaxation
barrier by coupling multiple ions, but it may be a benefit for
device design.
Several SMM species containing two Dy(III) ions have

recently been reported.7,9 Those in which the two Dy(III) ions
are related by symmetry exhibit SMM behavior apparently as a
single-molecule entity,10 i.e., only one set of thermal-plus-
quantum relaxation modes is observed. Those [Dy2] species in
which the two Dy(III) ions are not symmetry-related present
more varied behavior. When the two inequivalent ions exhibit a
single set of thermal-plus-quantum relaxation modes at low
temperature, this may be the result of ferromagnetic coupling,11

of undetermined but obviously weak interactions,12 or of no
interactions between ions.13 When the species exhibits two
different sets of SMM relaxation modes, indicative of two
independent sources of SMM behavior in the single molecule, it
is concluded that there is very weak or no coupling between the
two unique Dy(III) ions.14 Herein, we report a supramolecular
species containing two Dy(III) ions, unrelated by symmetry,
that are weakly antiferromagnetically (AF) coupled, allowing
fine-tuning of the magnetization dynamics (Scheme 1).

Reaction of neutral radical ligand 4-(benzoxazol-2′-yl)-
1,2,3,5-dithiadiazolyl 1 (boaDTDA)15 with Dy(hfac)3(DME)16

forms the 8-coordinate Dy(hfac)3(boaDTDA) complex 2
(DME = 1,2-dimethoxyethane; hfac = 1,1,1,5,5,5-hexafluor-
oacetylacetonato; Figure 1a). Removal of the solvent and
sublimation of the solid residue at 110 °C generates high-
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Scheme 1. Ligand 1, Complex 2, and Supramolecular Species

Figure 1. (a) One of two unique molecules of 2. (b) [Dy-
(hfac)3(boaDTDA)]2 pair showing the S2···S52 contact. Only O
atoms of hfac are shown; H atoms omitted.
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purity, dark purple crystals, suitable for X-ray diffraction, on a
preparative scale. Complex 2 crystallizes in the monoclinic
space group P21/c. The asymmetric unit contains two unique
Dy(hfac)3(boaDTDA) molecules that form [Dy-
(hfac)3(boaDTDA)]2 pairs associated via a twisted-cofacial17

interaction with a close S2···S52 contact (2.901(4) Å; Figure
1b). Pairwise interactions of this nature are common for DTDA
radicals18 and result in strong AF coupling between the DTDA
radical spins. The [DTDA]2 unit can usually be considered
diamagnetic below room temperature.19 Similarly associated
transition metal complexes of DTDA ligands show weak AF
coupling between the metal ions through the [DTDA]2
couple.20

The two Dy(III) ions in the [Dy(hfac)3(boaDTDA)]2 pair
are both 8-coordinate by six O atoms (hfac ligands) and two N
atoms (ligand 1). However, the coordination environment of
Dy1 is roughly square antiprismatic, whereas that of Dy2 is
dodecahedral (Figure S1). The shortest through-space distance
between any Dy1 and Dy2 is within the supramolecular pair
(8.263(7) Å). The next closest distance is >2 Å longer. Thus,
significant Dy1−Dy2 magnetic interactions likely occur within
the supramolecular pair.
The magnetic properties of 2 were measured at an applied dc

field of 1000 Oe. The χT product per complex at 270 K is 13.9
cm3 K mol−1 (Figure 2), in good agreement with the expected

value for an isolated Dy(III) metal ion (S = 5/2, L = 5, 6H15/2, g
= 4/3; C = 14.17 cm3 K mol−1). As anticipated, there is no
apparent magnetic contribution from the radicals, which form
effectively diamagnetic [boaDTDA]2 ligand units. Lowering the
temperature, the χT product decreases to a minimum value of
12.1 cm3 K mol−1 at 1.8 K. This thermal behavior is mainly
attributable to the inherent magnetism of the Dy(III) metal ion,
specifically the thermal depopulation of the Stark sublevels of
the 6H15/2 state.

21 Weak coupling between the two Dy(III) ions
cannot be readily extracted from these data due to the intrinsic
magnetic properties of the Dy(III) ions. The field dependence
of the magnetization below 8 K (Figure S2 and inset of Figure
2) reveals a relatively rapid increase of the magnetization at low
fields followed by a slow linear increase at high fields without a
clear complete saturation up to 7 T (M = 6.07 μB at 1.8 K). The
high-field linear variation of the magnetization suggests the
presence of significant magnetic anisotropy as expected for
Dy(III) ions. This is supported by the observation that, while
plotting the M vs H/T at different fields (inset Figure 2), the
curves are not all superimposed on a single master-curve. It is

worth noting that no hysteresis on the M vs H data (Figure S2)
has been observed above 1.8 K (at 100−200 Oe/min). As often
observed in lanthanide-based complexes, the interesting
magnetic dynamics of these molecular systems can be hidden
in static M vs H measurements that are not fast enough to
probe the relaxation of the magnetization. Therefore, ac
measurements were performed to test possible SMM properties
of 2.
In zero dc field, the appearance of an out-of-phase signal in

the ac susceptibility clearly demonstrates slow relaxation of the
magnetization at temperatures below 23 K (Figure 3). Plots of

in-phase (χ′) and out-of-phase (χ″) ac susceptibility in zero dc
field as a function of frequency at various temperatures (1.82−
25 K; Figure 3), and the resulting Cole−Cole plot (Figure S3),
reveal shape- and frequency-dependent features typical of SMM
behavior. It is worth highlighting that a single relaxation mode
in the frequency dependence of the ac susceptibility (Figure 3,
right) is observed, and this is further confirmed by the
extrapolation to zero at high frequencies of χ′ (i.e., the whole
magnetization is blocked at high frequency). From these data,
the temperature dependence of the relaxation time, τ, can be
deduced (inset Figure 3). Below 5 K, τ is temperature
independent, as expected in a regime dominated by the
quantum tunneling of the magnetization (QTM), with a
characteristic time: τQTM = 1.4 × 10−4 s. Above 5 K, the
relaxation time becomes progressively thermally activated, and
above 15 K the energy barrier of the thermally activated regime
(Δeff/kB) can be determined as roughly 102 K with the pre-
exponential factor of the Arrhenius law τ0 = 7.3 × 10−8 s.
In order to probe the feasibility of lowering the relaxation

probability via the quantum pathway, the ac susceptibility has
been measured at 2.1 K at various applied dc fields (0−1600
Oe, Figure S4). As expected under small dc fields, which lift the
zero-field degeneracy of the tunneling states, a second
relaxation mode is observed at lower frequency corresponding
to a relaxation mode dominated by the thermal energy barrier
(Figure S4). From these data, the characteristic relaxation
frequency as a function of applied dc field for the two relaxation
modes (i.e., thermal and quantum relaxation modes) can be

Figure 2. Temperature dependence of χT at 1000 Oe; χ is defined as
molar magnetic susceptibility equal to M/H per mole of 2. Inset: M vs
H/T data for 2 (100−200 Oe min−1).

Figure 3. Temperature (left) and frequency (right) dependence of the
real (χ′, top) and imaginary (χ″, bottom) parts of the ac susceptibility,
between 1 and 10000 Hz and between 1.8 and 30 K, respectively, for 2
in zero dc field. Solid lines are visual guides. Inset: τ vs T−1 plot for 2
in zero dc field. Solid line is the best fit to the Arrhenius law.
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extracted (Figure S5). The probability of magnetization
relaxation via the quantum tunneling appears to be minimized
at roughly 700 Oe. Therefore, in order to probe the thermally
activated regime of relaxation, the ac susceptibility has been
measured using an applied dc field of 700 Oe. At this dc field,
the in-phase and out-of-phase ac susceptibilities as a function of
frequency at various temperatures (1.8−23 K; Figures 4 and

S6) and as a function of temperature at various frequencies
(0.1−10000 Hz; Figure 4) and the resulting Cole−Cole plot
(Figure S7) are shown. Interestingly, these data highlight the
presence of not one but two thermally activated relaxation
modes of similar intensity. The characteristic time of both
relaxation modes has been extracted and added to the
Arrhenius plot (inset Figure 4). From these data, determination
of the energy barrier of the thermally activated regime is
possible using data above 9 K for the high-frequency mode and
data above 6.5 K for the low-frequency mode. For both
relaxations, Δeff/kB is roughly 100 K, with a pre-exponential
factor of the Arrhenius law τ0 = 0.4 × 10−8 s for the high-
frequency mode and 9 × 10−8 s for the low-frequency mode.
Below 9 and 6.5 K, the observed curvature of the τ vs 1/T plot
indicates the presence of quantum effects, even at 700 Oe,
influencing the magnetization relaxation. The quantum
relaxation time for the high-frequency relaxation mode in 700
Oe dc field is roughly 10 s, which is, as expected under dc field,
larger (indeed by 5 orders of magnitude) than the zero field
value of 1.4 × 10−4 s.
At zero dc field, 2 exhibits SMM behavior with a single set of

thermal-plus-quantum relaxation modes. Thus, the asymmetric
[Dy(hfac)3(boaDTDA)]2 unit acts as a single supramolecular
entity thanks to the weak, but efficient, magnetic coupling
between the two Dy(III) magnetic centers. Upon application of
a small dc field (700 Oe) to minimize the probability of the
quantum relaxation pathway, two thermally activated relaxation
modes are clearly revealed. The applied dc field compensates
(at least partially) the weak AF interaction between the Dy(III)
ions, and two unique thermal relaxation modes are observed.
Each Dy(III) ion now acts as a quasi-independent molecular
object with its own intrinsic SMM behavior. Put another way,

the two inequivalent Dy(III) ions can be magnetically
“decoupled” by application of a weak dc field, ergo they must
be coupled weakly and antiferromagnetically in the absence of
applied field.
The present interpretation of these unique results is

supported by investigation of the Gd and Y analogues of 2.
Both species crystallize in the same morphology as 2 (Figures
S8 and S10). The magnetic data for Gd(hfac)3(boaDTDA) 3
(Figure S9) are consistent with very weak AF interactions (|J|/
kB < 0.01 K) between the two S = 7/2 Gd(III) ions through the
diamagnetic dimerized radical pair. Moreover, a 5% dilution of
2 in 95% diamagnetic Y(hfac)3(boaDTDA) 4 demonstrates
magnetic behavior consistent with an admixture of “Dy1−Y2”
and “Y1−Dy2” pairs (Figure S11). Two independent SMMs
are apparent in zero dc field, and the characteristic time of their
relaxation modes is comparable to those observed in 2 when
the Dy(III) ions are decoupled in 700 Oe applied dc field
(Figure S12).
While a similar “decoupling” field effect has been observed

for single-chain magnets in 3D ordered antiferromagnetic
phases,22 this type of field effect has never before been reported
for SMMs and provides unique evidence of weak AF coupling
between the two Dy(III) ions. From a potential application
standpoint, it is worth noting that because there are two
inequivalent Dy(III) ions, each being a potential qubit, and
these are weakly coupled to one another, the supramolecular
[Dy(hfac)3(boaDTDA)]2 species represents a possible design
for a CNOT quantum computing logic gate.5 Future work will
investigate this possibility.
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R.; Cleŕac, R.; Jennings, M.; Preuss, K. E. Dalton Trans. 2009, 3193−
3203.
(21) (a) Kahn, M. L.; Sutter, J.-P.; Golhen, S.; Guionneau, P.;
Ouahab, L.; Kahn, O.; Chasseau, D. J. Am. Chem. Soc. 2000, 122,
3413−3421. (b) Kahn, M. L.; Ballou, R.; Porcher, P.; Kahn, O.; Sutter,
J.-P. Chem.Eur. J. 2002, 8, 525−531.
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